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“There is no controversy in 
social science which shows 
such a large body of 
qualitatively diverse studies 
coming out so uniformly in 
the same direction as this 
one.”

Paul Meehl assessed 150 
studies comparing experts 

to statistical models in many 
fields (sports, prognosis of 

liver disease, etc.).

“It is impossible to find any 
domain in which humans 
clearly outperformed crude 
extrapolation algorithms, less 
still sophisticated statistical 
ones.”

Philip Tetlock tracked a total 
of over 82,000 forecasts 

from 284 political experts in 
a 20-year study covering 
elections, policy effects, 
wars, the economy and 

more.



Have you heard (or said) any of these?

“We don’t have sufficient data…”

“Each situation is too unique and 
complex to apply scientific analysis 

of historical data...”

“There is too much error and
bias in the data for it to be
worth the effort to gather it...”

“There are so many factors affecting this,
this measurement alone tells us nothing...”

The implied (and unjustified) conclusion from each of these is….

“…therefore we are better off relying on our experience.”
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•

Don’t make the classic “Beat the 
Bear” fallacy.

Exsupero Ursus



The Urn of Mystery Problem
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“Our thesis is that people have strong 
intuitions about random 
sampling…these intuitions are wrong 
in fundamental respects...[and] are 
shared by naive subjects and by 
trained scientists”
Amos Tversky and Daniel Kahneman, 

Psychological Bulletin, 1971
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Aim for this 
range

Perfect 
Information

If we can model uncertainty about decisions, we can compute the value of 
information.
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Node Probability Table

Condition
A B C D P(E|A,B,C,D)
Yes Yes Yes Yes 86%
No Yes Yes Yes 40%
Yes No Yes Yes 1%
No No Yes Yes 2%
Yes Yes No Yes 75%
No Yes No Yes 40%
Yes No No Yes 2%
No No No Yes 1%
Yes Yes Yes No 90%
No Yes Yes No 35%
Yes No Yes No 2%
No No Yes No 1%
Yes Yes No No 80%
No Yes No No 40%
Yes No No No 2%
No No No No 2%

• Conditional probabilities 
with combinations of 
conditions are recorded 
with an NPT.

• With more than a few 
conditions and 
conditions that are more 
than binary, it will 
become unwieldly.

• Recent models we 
created would have had 
thousands of rows.
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Probabilistic Training

• Subjects were trained in basic inference methods, using reference classes, and avoiding common errors 
and biases.

Teams and Belief Updating

• Teams deliberated more and individuals were willing to update beliefs based on new information.  

Selecting the Best

• Brains matter. Both topic expertise and overall IQ were the best predictors of performance.



“Overconfident professionals sincerely believe they have 
expertise, act as experts and look like experts. You will have 
to struggle to remind yourself that they may be in the grip of 
an illusion.” 

Daniel Kahneman, Psychologist, Economics Nobel

• Decades of studies show that most managers are statistically “overconfident” when 
assessing their own uncertainty.

• Studies also show that measuring your own uncertainty about a quantity is a general skill 
that can be taught with a measurable improvement.

• Training can “calibrate” people so that of all the times they say they are 90% confident, they 
will be right 90% of the time.

• HDR has calibrated over 1,000 people in the last 20 years – 85% of participants reach 
calibration within a half-day of training.
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Judgment 1

Comparison of 1st to 2nd Estimates of Cyber 
risk judgements by same SME

21% of variation in expert responses are 
explained by inconsistency.  

(79% are explained by the actual 
information they were given)

• We have gathered over 30,000 
individual estimates of probabilities 
of cyber events from Subject Matter 
Experts (SMEs).

• Unknown to the SMEs, these 
estimates included over 2,000 
duplicate scenarios pairs.
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Model EstimateModel Estimate
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Examples of Models vs. Group Averages: Probabilities of different security events happening in the 
next 12 months for various systems prior to applying particular controls. 
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Reduction in Errors 

R&D Portfolio Priorities

Battlefield Fuel Forecasts

IT Portfolio Priorities

Cancer patient recovery

Changes in stock prices

Mental illness prognosis

Psychology course grades

Business failures
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My 
Studies
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Published 
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• Don’t forget publically available data.  All 
“reputation” data is public by definition.  Important 
topics have often been measured already.

It’s Been Measured 
Before

• Define a reference class – don’t commit the 
reference class fallacy.

You Have More 
Data Than You 

Think

• Question your intuition about how and whether 
messy and incomplete data is useful – you may be 
surprised.

You Need Less Data 
Than You Think




